Some Basic Points Concerning Meta-Analysis
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ABSTRACT
Multiple studies have been performed on a variety of substances, often producing contradictory results. Meta-analysis has provided a means of evaluating these disparate results, combining them into a summary statistic. Using continuous data for baseline and one sample point, several studies were evaluated to achieve a single result, demonstrating the meta-analysis evaluation process.
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In the past, it has been very useful to perform statistical analyses on study data to evaluate the test substance’s effectiveness. If done correctly, the analysis can determine if the test substance was effective. Over the years, multiple studies have been performed, evaluating the same substances in the same general ways. What does one do when one study says a substance is effective, but another study says that substance is not effective?

Meta-analysis is a statistical methodology that allows one to evaluate studies conducted at different laboratory test sites, at different time periods, by different scientists, on different test subjects, and combine those results into one study. Meta-analysis uses the results gained from a number of different studies as its data points and analyzes them.

Meta-Analysis for Continuous Data
Meta-analysis can evaluate continuous data, binary data, or the correlation among data. The focus in this paper is continuous data, rather than binary or correlational data, as it is used more frequently in scientific fields. Let us take hand disinfectants as an example. Researchers evaluated a product by measuring the baseline sample (pre-product application) and a post-product application sample. A baseline value and a post-application sample divided by standard deviation was used to calculate a $D$ value in this work. It equals:

$$D = \frac{\bar{x}_{BL} - \bar{x}_{sample time}}{s_{pooled}}$$

where:

- $D$ is the dependent variable, which is the difference of the baseline minus the sample time divided by the pooled standard deviation. Each of the $D$ values was the result of one complete study. The baselines were different for each study, so subtracting the post-application sample time from the baseline provided the reduction in microorganisms. This procedure adjusted all the studies, making it possible to compare them directly by their reduction values. (We will discuss dividing the reduction by the pooled standard deviation in the $s_{pooled}$ section.)

- $\bar{x}_{sample time}$ is the $\log_{10}$ count average of the sample time. The population counts were not linear but exponential. This greatly complicated the statistical model; hence, they were transformed into linear scale, by taking the $\log_{10}$ of the plate count data.

- $\bar{x}_{BL}$ is the $\log_{10}$ colony count average of the baseline. The same transformation to a $\log_{10}$ scale was applied to baseline data.
this study involved the baseline and the post-application sample time microbial counts on the same subject. The hands were selected for baseline and post-application sample according to the randomization schedule (left hand versus right hand). This was a paired test (the same subject was used for both readings), which made the standard deviation a pooled standard deviation. However, each study had a different standard deviation. So, to adjust the data for easy comparison, the reductions were divided by the standard deviation. The end result was the $D$ value, which informs the reader how many standard deviations the reduction (baseline – post-application sample) is. For example, if the average baseline was $5.00 \log_{10}$ and the average wash was $3.00 \log_{10}$, then $5.00 - 3.00 = 2.00 \log_{10}$. That is, the product reduced the microbial colony counts by $2.00 \log_{10}$. If the standard deviation was $1.00 \log_{10}$, the $2.00 = 2.00/1$ represented the number of standard deviations to the right the reduction represented. The $S_{pooled}$ formula was:

$$s_{pooled} = \sqrt{\frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 + n_2 - 2}}$$

where:
- $n_1$ = sample size of the baseline data
- $s_1^2$ = variance of the baseline data
- $n_2$ = sample size of the application data
- $s_2^2$ = variance of the application data

Hedge’s $g$ Statistic

The $D$ statistic (\(D = \frac{\bar{X}_{BL} - \bar{X}_{sampleTime}}{s_{pooled}}\)) was slightly biased in that it over-estimated the differences with small sample sizes. This bias was removed through a simple correction – the Hedges’ $g$ calculation.\(^{12}\)

The Hedges’ $g$ statistic was calculated:

$$g = J \times D$$

where:

$$J = 1 - \frac{3}{4df - 1}$$

(\(df = degrees\ of\ freedom\ to\ estimate\ \frac{s_{pooled}}{ }\)).\ This\ was\ the\ correction\ factor.\ The\ degrees\ of\ freedom\ was\ the\ denominator\ of\ the\ standard\ deviation;\ \(df\ = n_1 + n_2 - 2\).

$D =$ the dependent variable from the outcome of the difference divided by the pooled standard deviation. It represented how large the reduction was in terms of the standard deviation.

The Hedges’ $g$ statistic was used in all the calculations.

Fixed or Random Effects

There are two popular statistical models for meta-analysis, fixed and random effects. Recall that in a general statistical model (e.g., Analysis of Variance [ANOVA]), a fixed effects model means that the dependent variables were chosen before a study began. Using the hand disinfectant example – a healthcare personnel handwash with chlorhexidine gluconate as the main ingredient – if a researcher wanted to evaluate the product against the best-selling chlorhexidine gluconate, s/he decided against what product to test. This was a fixed effects model, because the variable (product) was chosen deliberately. On the other hand, if a random product selection was made from all the chlorhexidine gluconate products available, it was randomly selected for comparison.\(^{15}\)

In meta-analysis, the fixed and random effects mean have completely different meanings.\(^{9}\) For the fixed effects model, it was assumed that there was one true effect for all studies in the model. In other words, a drug’s effect had the same value among all the different studies, and any differences were purely sampling error.

For the random effects model, it was assumed that there was not one true average value for all the studies combined. They were different values.

In summary, the fixed effects model handled the data with these assumptions:

- There was one true effect size for all studies
- All the different effects were actually sampling errors
- Weights were assigned high values for studies
that had high sample sizes,
➢ Small sample size studies were assigned smaller weights, and
➢ Weights of study $= \frac{1}{V_y}$, where $V_y = s^2 = \text{variance}$

For random effects, they were handled differently:
➢ There were different true effects sizes, depending upon the study
➢ The different effects sizes were presumed real, not sampling errors
➢ Higher weights were not assigned to studies with larger sample sizes,
➢ Small sample size studies did not get smaller weights, and
➢ Weights of study $= \frac{1}{V_y}$, where $V_y = s^2 + \tau^2$, $\tau^2 = \text{within-subject variance}$

Understanding these effects is very important in meta-analysis, for using them changes the confidence intervals, as well as the grand total value, often dramatically.

The statistics are rather tedious to compute and usually performed by a computer software program, so they will not be discussed further. For a background of how different statistical programs are run, the procedures can be reviewed.1,3

**Which Model Should Be Used?**
There are several thoughts about which model – fixed or random – should be used. The first paradigm is that the main effects of this hand disinfectant example should be random effects, because the studies included were performed at different times by different people using different subjects. The results were expected to be different. The second paradigm states that it makes sense to use fixed effects if two conditions are met: first, if the researcher believed that all the studies were identical; and second, if the goal was to compare a common effects size from identical populations.3 These two conditions are not common in hand disinfectant studies. First, for these types of studies where media was placed on the hands, the initial population probably varied, providing different baselines among the different studies. However, this was corrected by using the reduction (baseline – post-application sample) value. This part of the $D$ value was discussed previously. For studies that used populations of bacteria normally living on the hand surfaces, and the subjects’ counts dependence upon time of year, humidity, and temperature, this method may also be used. Think about the many other areas that are studied, and you will probably see similarities.

The second question was “will the sample size be consistent among studies?” Some studies had as few as five subjects, and others had more than 100; so they varied. To be safe, use of the random effects model was suggested.9

These two paradigms were not discussed completely. To determine if the fixed or random effects should be used, there are several other valuable tools. For example, a researcher can check if the groups appear homogenous (the same) or heterogeneous (different). This test examines the $Q$ values (discussed later). There are also other tests like finding the $I^2$, values, which is a kind of signal to noise ratio test, and the $T$ value is another test, which is the standard deviation of the true effects size.

These were not the only factors of concern with this study, as was discovered later when the subgroups – the application times (30 seconds and 1 minute) – were included in this handwash model. These applications times were consistent no matter what product was tested or by whom. This categorized the subgroup as “fixed effect,” which shall be discussed later. However, had the researcher discovered differences in the studies being compared – for example, if the application times varied inconsistently, the model would have been a random effects component.

**Importance of Selecting All Studies, Not Just the “Good” Ones**
This is a central point in meta-analysis. It is critical to select all the studies that one can find for the evaluation.3 Otherwise, for example, the results may be skewed in a direction desirable to the researcher. Using the hand disinfectant example, if the researcher selected only those studies that showed the product to be effective and dismissed those that showed it was not, the meta-analysis would have been biased. But how would a reader know this?
When beginning a meta-analysis, the researcher must define a reasonable inclusion/exclusion criteria list for the studies and publish it with the results. For example, the inclusion criteria identified all studies that used the FDA handwash guidelines for hand disinfectant studies. Notice that these items were not the way “this test was supposed to be run,” but the way the analysis was designed. The exclusion criteria consisted of studies with data generation not clearly understood, types of studies using guidelines different from those of the FDA, and studies not performed in a randomized manner. These two areas require much time and consideration for the selection of studies to be used. Table 1 contains the series of studies included in this analysis.

The eight studies in this meta-analysis fit the inclusion/exclusion criteria just presented.

Meta-Analysis
The main statistical test was:

\[ H_0: BL^* = W \]
\[ HA: BL \neq W \]

\( * \) BL = Baseline; W = Wash

That is, does a significant difference exist between the baseline and the wash (post-application sample)? The preliminary meta-analysis is displayed in Figure 1, where each of these studies went through an analysis and received a final or grand total score (bottom line).

The 95% confidence intervals are also given, with a probability value. The probability value or \( p \)-value is the probability (that the true Hedges’ \( g \) value was equal to or greater than \( x^* \mid H_0 \text{ true} \) \( \leq \alpha \) or level of significance. \( x^* = \) Hedges’ \( g \) actually calculated, and the level of significance for this test is \( \alpha = 0.05 \).

Each of these eight studies achieved a significance of \( p < 0.000 \). Note the diamond at the bottom of the graph represents the 95% confidence interval of all eight of the tests (3.920 – 8.285). The grand total of the Hedges’ \( g \) = 6.102. The values were synthesized into one value for the entire meta-analysis. The alternative hypothesis was accepted (\( H_A \)); the test was significant. The baseline and the post-application samples were different at \( \alpha = 0.05 \).

Looking at the graph portion (right-hand side) of Figure 1, differences appeared among the groups, even though this was a random effects study, in which some variation among studies was expected. That is, the Hedges’ \( g \) values did not seem to be homogenous (roughly the same), but instead were heterogeneous (different). So a homogeneity versus heterogeneity test was performed. The random effects model was temporarily changed to a fixed effects model. The test hypotheses were:

\[ H_0: \text{All groups are homogenous, or the same.} \]
\[ H_A: \text{The groups are different (heterogeneous).} \]
META ANALYSIS

Statistics for each study

<table>
<thead>
<tr>
<th>Study Name</th>
<th>Subgroup within study</th>
<th>Hedges' g</th>
<th>Standard Error</th>
<th>Variance</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.000</td>
<td>1 min</td>
<td>10.491</td>
<td>0.982</td>
<td>0.982</td>
<td>8.549</td>
<td>12.434</td>
<td>10.586</td>
<td>0.000</td>
</tr>
<tr>
<td>13.000</td>
<td>1 min</td>
<td>9.211</td>
<td>0.464</td>
<td>0.464</td>
<td>7.876</td>
<td>10.545</td>
<td>13.528</td>
<td>0.000</td>
</tr>
<tr>
<td>24.000</td>
<td>30 sec</td>
<td>3.312</td>
<td>0.124</td>
<td>0.124</td>
<td>2.622</td>
<td>4.001</td>
<td>9.415</td>
<td>0.000</td>
</tr>
<tr>
<td>45.000</td>
<td>30 sec</td>
<td>5.773</td>
<td>0.513</td>
<td>0.513</td>
<td>4.369</td>
<td>7.176</td>
<td>8.063</td>
<td>0.000</td>
</tr>
<tr>
<td>67.000</td>
<td>30 sec</td>
<td>2.213</td>
<td>0.306</td>
<td>0.306</td>
<td>1.129</td>
<td>3.297</td>
<td>4.002</td>
<td>0.000</td>
</tr>
<tr>
<td>71.000</td>
<td>30 sec</td>
<td>2.926</td>
<td>0.066</td>
<td>0.066</td>
<td>2.421</td>
<td>3.431</td>
<td>11.356</td>
<td>0.000</td>
</tr>
<tr>
<td>26.000</td>
<td>1 min</td>
<td>12.702</td>
<td>0.751</td>
<td>0.564</td>
<td>11.229</td>
<td>14.174</td>
<td>16.910</td>
<td>0.000</td>
</tr>
<tr>
<td>48.000</td>
<td>30 sec</td>
<td>2.837</td>
<td>0.245</td>
<td>0.245</td>
<td>1.868</td>
<td>3.807</td>
<td>5.737</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Grand Total |                      | 1.114     | 1.240          | 1.240    | 3.920       | 8.285       | 5.480   | 0.000   |

Figure 1. Meta-Analysis

The Q value is a measure of the weighted squared deviations. If the Q value was quite large (Q > degrees of freedom df), the study had greater deviation (Q) than was expected. For this analysis, the heterogeneity test (Q value) was 278.472, with k – 1 or 8 – 1 = 7 degrees of freedom; k is the number of studies evaluated.

Q value = degrees of freedom = final value

278.472 = 7 = 271.472

Using the Chi Square test with k – 1 degrees of freedom and checking 271.472, a significance of less than 0.05 was achieved (p < 0.000). The studies were not homogenous. This Q value was too large to ignore.

Viewing the data in Figure 1, study names, the study numbers 12, 13, and 26 were different from the other studies in that they appeared to be much more effective.

To get a clearer picture of this and determine the cause, the data were rearranged from high to low and reviewed (Figure 2).

Going back to the original studies to determine if the products were different or if the application times were longer, a difference was noted. It was discovered there were two product application times, 1 minute and 30 seconds, that were not noted at first. A subgroup (time of wash, either 1 minute or 30 seconds) was then included in the model. Then the temporary fixed model was changed back to a random effects model. If these
two levels were not different times, but one time, or were not caused by anything known, they would be discussed in the report and reported as one factor, not two, in a random design.

The Final Model
The final model was composed of two factors: 1) the eight different studies, and 2) the two time intervals. This was a random effects model for the various studies included, which had subgrouped times (1 minute and 30 seconds) embedded in them. The times were fixed effects. This provided a “mixed effects” model. The model selected was also 1) an analysis across levels of the two subgroups, and 2) a comparison of the effects of these subgroups. This study had a common variance that was pooled. Figure 3 presents these data.

There were two sub-analyses occurring in this table. The first (summarized by the first diamond) was for a one-minute application, which provided a Hedges’ $g$ summary of 10.784 ($p < 0.000$). This was highly significant. There was also a 30-second application. This was not as effective as the one-minute application, but it, too, was very effective. It is summarized by the second diamond, a Hedges’ $g$ summary statistic was 3.317 ($p < 0.000$). The 30-second and one-minute applications were combined into an overall grand total Hedges’ $g$ statistic (the third diamond), which was 5.607 ($p < 0.000$).

Notice that there was still heterogeneity within these two times at the 0.05 level. Studies 13 and 26 were different from each other for the 1-minute application. Study 45 was different from all the other 30-second evaluations. They were not compared for homogeneity, because there was no indication they were handled differently. It was assumed that there was much variability among the studies. Therefore, they remained in the random effects model.

To formally test the 30-second and 1-minute application times, examine the two 95% confidence levels: 30 seconds $= 2.378 – 4.258$, and 1 minute $= 9.372 – 12.197$. The 30-second and 1-minute confidence intervals did not overlap, so they were different.

In summary, for the hand disinfectant data, the results indicated the product was effective at 30 seconds, but it killed many more bacteria when applied for one minute.

Looking for Bias in the Study
If the studies were all-inclusive in this analysis, then there would be no need to look for bias; however, it was unknown whether this occurred. There were two opportunities for bias to occur. The first, already discussed to some degree, was that studies opposed to the researcher’s beliefs were eliminated. For example, a researcher may have chosen only the studies that showed their product superior to others. The second case was that contradictory studies may not have been published. For example, very small studies or studies showing no effects

<table>
<thead>
<tr>
<th>Group by Subgroup within study</th>
<th>Study Name</th>
<th>Study within</th>
<th>Hedges’ g</th>
<th>Standard Error</th>
<th>Variance</th>
<th>Statistics for each study</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 min 1 min</td>
<td>12.000</td>
<td>1 min 10.491</td>
<td>0.991</td>
<td>0.982</td>
<td></td>
<td>8.549</td>
<td>12.434</td>
<td>10.586</td>
<td>10.586</td>
<td>0.000</td>
</tr>
<tr>
<td>1 min 1 min</td>
<td>13.000</td>
<td>1 min 9.211</td>
<td>0.681</td>
<td>0.464</td>
<td></td>
<td>7.876</td>
<td>10.545</td>
<td>13.528</td>
<td>13.528</td>
<td>0.000</td>
</tr>
<tr>
<td>1 min 1 min</td>
<td>26.000</td>
<td>1 min 12.702</td>
<td>0.751</td>
<td>0.564</td>
<td></td>
<td>11.229</td>
<td>14.174</td>
<td>16.910</td>
<td>16.910</td>
<td>0.000</td>
</tr>
<tr>
<td>1 min Total (1 min)</td>
<td>30 sec</td>
<td>10.784</td>
<td>0.721</td>
<td>0.519</td>
<td></td>
<td>9.372</td>
<td>12.197</td>
<td>14.965</td>
<td>14.965</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec 30 sec</td>
<td>24.000</td>
<td>30 sec 3.312</td>
<td>0.352</td>
<td>0.124</td>
<td></td>
<td>2.622</td>
<td>4.001</td>
<td>9.415</td>
<td>9.415</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec 30 sec</td>
<td>45.000</td>
<td>30 sec 5.773</td>
<td>0.716</td>
<td>0.513</td>
<td></td>
<td>4.369</td>
<td>7.176</td>
<td>8.063</td>
<td>8.063</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec 30 sec</td>
<td>48.000</td>
<td>30 sec 2.837</td>
<td>0.495</td>
<td>0.245</td>
<td></td>
<td>1.868</td>
<td>3.807</td>
<td>5.737</td>
<td>5.737</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec 30 sec</td>
<td>67.000</td>
<td>30 sec 2.213</td>
<td>0.553</td>
<td>0.306</td>
<td></td>
<td>1.129</td>
<td>3.297</td>
<td>4.002</td>
<td>4.002</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec 30 sec</td>
<td>71.000</td>
<td>30 sec 2.926</td>
<td>0.258</td>
<td>0.068</td>
<td></td>
<td>2.421</td>
<td>3.431</td>
<td>11.356</td>
<td>11.356</td>
<td>0.000</td>
</tr>
<tr>
<td>30 sec Total (30 sec)</td>
<td>3.317</td>
<td></td>
<td>0.479</td>
<td>0.230</td>
<td></td>
<td>2.378</td>
<td>4.258</td>
<td>6.922</td>
<td>6.922</td>
<td>0.000</td>
</tr>
<tr>
<td>Overall Grand Total</td>
<td>5.607</td>
<td></td>
<td>0.399</td>
<td>0.159</td>
<td></td>
<td>4.824</td>
<td>6.389</td>
<td>14.050</td>
<td>14.050</td>
<td>0.000</td>
</tr>
</tbody>
</table>

![Figure 3. Meta-Analysis: Two Time Points (30 second and 1 minute)](http://hwmaint.clsjournal.ascls.org/)
are rarely published.\textsuperscript{10} Studies that demonstrate large differences are more likely to be published than studies that do not. Both of these situations represent a potential bias in the meta-analysis.

Because bias cannot be avoided with certainty, its potential is assessed by formulating a few questions:

1. Is there evidence of bias?
2. Is it possible that the entire main effect is due to an artifact of bias?
3. How much impact of bias is present?

We simply do not know these answers, yet. The Cochrane Collaboration\textsuperscript{6} has published the results of over 3700 meta-analyses and is a good place for the researcher to begin. It did not have any studies relevant to evaluating topical antimicrobials the way the FDA expects them to be evaluated. There were several studies listed that compared the incidence of disease relative to hand-washing, but this did not coincide with the design of this meta-analysis.

A good place to look for bias in this study was with a funnel plot,\textsuperscript{16} which appears as funnel-shaped, or a graph composed of standard error versus the Hedges’ $g$ statistic (Figure 4). Generally, the smaller the study, the larger the standard error. The standard error is larger in a small study because the values in the numerator are divided by a smaller number in the denominator. This is opposed to a larger $n$, for larger sample sizes in a study, which give a smaller standard error. The funnel shape is caused by ordering the standard errors of the study. For this analysis, the smaller studies with larger standard error were plotted in the bottom portion of the graph; the larger studies with smaller standard error in the top portion (Figure 4).

It is similar to Exploratory Data Analysis (EDA), which, in general statistics, examines the data distribution.\textsuperscript{13,14} Looking at a stem-leaf display, a researcher can see if the data fit a normal distribution.\textsuperscript{14} Non-biased data would look like Figure 5A. If the data were biased; however, it could be seen that the lower values were removed (Figure 5B). The distribution looks abnormal on the stem-leaf display.
Figure 5. Stem-Leaf Distributions

In meta-analysis, the funnel plot serves a similar condition. In this study, however, there was a problem: two different time frames. The 30-second and 1-minute times were initially separated and two different funnel plots generated. However, the studies were limited to only three data points for the 1-minute time and only five for the 30-second time. This was not enough data to detect a bias if one existed, so the study remained undivided.

It was apparent that the three highest Hedges’ $g$ studies were performed at one-minute application times instead of 30-second application times. As a result, they pulled the Hedges’ $g$ to the right (to a higher Hedges’ $g$). Another statistic, Duval and Tweedie’s Trim and Fill Statistic,\textsuperscript{17} used an iterative procedure to remove the most extreme studies by presenting mirror image of the most extreme data points in the graph (Figure 6). Using the Duval and Tweedie’s trim and fill statistic showed the mirror image of the two most weighted studies as neutralized. It essentially canceled the two studies with high values by presenting a mirror image of them on the graph. Figure 6 shows the effects.

Figure 6. Funnel Plot of Standard Error by Hedges’ $g$ Using the Duval and Tweedie’s Trim and Fill Statistic.
The actual value of the point estimate and the 95% confidence interval are shown in Table 2. The average grand total point went from 6.10220 to 4.01885. The upper and lower confidence intervals were also moved to the left (from 3.91971 – 8.28468 to 1.56302 – 6.47467) but were still significant, because zero was not included in the confidence interval.

### Table 2. Duval and Tweedie’s Trim and Fill

<table>
<thead>
<tr>
<th></th>
<th>Random Effects</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Studies Trimmed</td>
<td>Point Estimate</td>
<td>Lower Limit</td>
<td>Upper Limit</td>
<td></td>
</tr>
<tr>
<td>Observed values</td>
<td>6.10220</td>
<td>3.91971</td>
<td>8.28468</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted Values</td>
<td>2</td>
<td>4.01885</td>
<td>1.56302</td>
<td>6.47467</td>
<td></td>
</tr>
</tbody>
</table>

Note that this is a misrepresentation of this study, for three studies were performed at one-minute application times and five were performed at 30 seconds. At worst, the study results continue to be significant, even though the average effect has moved to the left. The three questions were then addressed. It was not known if bias was present, but there was no evidence of bias. It was possible that the main effect was due to bias, but if there was any, it was inconsequential; the product was still significant.

**Conclusion**

A researcher should present the data relative to the readers’ comprehension, and remember that most readers are not statisticians. The key questions will be “what is easier for readers to understand?” and “How can data best be presented to them?” Meta-analysis allows one to integrate the results of various studies to achieve comprehensive understanding of the studies performed.
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