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ABSTRACT

The use of artificial intelligence (AI) in health care is predi-
cated on its safety and efficacy. AI is a technical field of
study and is fast evolving. It will affect everyone, so it is
important that stakeholders, especially providers and
legislators, understand the mechanisms of how AI works
so they can make competent decisions to ensure patient
safety. There are examples of successful AI systems in
health care, but widespread application and adoption suf-
fer due to several issues regarding the type of training data
used. All AI systems must be trained using data, and the
quality and quantity of this data are at the foundation
of their success. Open data addresses issues of validation,
reproducibility, and bias within AI systems. Initiatives from
private and government agencies, including funding and
legislation, support the propagation of open data for
research use. The sharing of curated data and trained AI
models will exponentially increase AI development in
health care. Despite hurdles, open data is the key to imple-
menting safe, reproducible AI models in health care.

ABBREVIATIONS: AI - artificial intelligence, CMS - Centers
for Medicare and Medicaid Services, DL - deep learning,
EHR - electronic health record, EU - European Union,
HHS - Department of Health and Human Services, HIPAA -
Health Insurance Portability and Accountability Act of
1996, HITECH - Health Information Technology for Econo-
mic and Clinical Health Act of 2009, IT - information tech-
nology, LLM - large language model, MACRA - Medicare
Access and CHIP Reauthorization Act of 2015, ML -
machine learning, NFDI - Nationale Forschungsda-
teninfrastruktur, NLP - natural language processing,
PHI - protected health information, PSQIA - Patient
Safety and Quality Improvement Act of 2005.

INDEX TERMS: artificial intelligence, public databases,
health care, laboratory diagnostics.
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INTRODUCTION

Artificial intelligence (AI) is the next technological leap
forward for humanity. AI’s application in health care is
steadily growing, offering significant advancements in dis-
ease diagnoses, administrative tasks, and public health
assessments.1-5 However, the foundation of a particular
AI model’s success relies on the data with which it is pro-
grammed. Open data, also called public data, provides the
foundation for implementing AI in health care.1

Broader datasets reduce bias when training AImodels,
and open datasets allow AI models to be rigorously
validated and used across patient populations.6,7 With
more personal data available online, the public is poised
to share the data needed to support open data initiatives.
Electronic health records (EHRs) share medical records
between healthcare providers, mobile health apps track
individuals’ data daily, and social media provides an outlet
for the public sharing of personal information.8,9

With stakeholders at every level, it is critical to explain
the function and importance of open data. Open data for
AI training comes from patients, engineers use it to
develop AI, and it ultimately impacts the results of an AI
system used in health care. There are hurdles to open data,
but heterogeneous data availability is foundational to
implementing safe reproducible AI models in health care.

BACKGROUND

Health and Digital Literacy
AI in health care will affect everyone, requiring key stake-
holders to understand how it works. Patients, providers,
healthcare professionals, technology companies, and
legislators all play a role in developing and accepting tech-
nology. There are high stakes in health care, resulting in
a requirement to understand how AI works to ensure its
safety. Mistakes in diagnoses or treatment can ultimately
cost a patient’s life. To implement any new technology in
health care, it is paramount that it is safe and effective.
Understanding a new technology like AI is the first step
in implementation.

Scientific articles on AI are jargon heavy, reducing the
application to only those with specific informatics training.
Healthcare professionals, particularly primary care provid-
ers, will not trust a system they cannot understand.
Patients will also be hesitant to accept technology their
provider does not. Legislators, working to guide techno-
logical advancement and protection of patients, need to
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understand AI’s impact to legislate effectively. With legis-
lation moving at a significantly slower pace than techno-
logical innovation, it is more likely that legislative efforts
will always be one step behind. Despite the speed of
technological innovation, these key stakeholders need a
working understanding to effectively participate in AI’s
healthcare implementation.

Digital literacy is required in addition to a recent push
for improving health literacy among patients. Health liter-
acy is necessary to understand the impact of technology
on health care, and digital literacy is required to under-
stand themechanisms of howAI affects patients. A general
understanding of AI, combined with health and digital
literacy, will ensure that providers and legislators make
competent decisions to ensure patient safety.

AI in Health Care
While there are concerns in the public domain about
AI in general and additional considerations for its applica-
tion in health care, there is a strong case that it should be
embraced. AI models have already shown significant
improvements in health care. In emergency medicine,
advancements include patient triage optimization, risk
stratification, and patient outcome predictions.1 AI in
medical imaging provides interpretations that are at least
equivalent to those of a radiologist.2 While an all-purpose
AI system is not available for widespread use, these exam-
ples show how specific implementations of AI in health
care are incrementally improving patient care.

There are limitations to AI in health care that must be
overcome. Transparency, or how an AI system is “thinking,”
is a concern for validating new systems and ensuring qual-
ity control.1 Patient data must be protected, which adds
liability to technology companies.10 Ultimately, the quality
of data used to train AI systems plays a foundational role in
AI validation, reproducibility, and bias.10 Open data pro-
vides the foundation for solving these limitations. Despite
patient safety and data anonymity concerns, AI systems
are being built in all industries. To ensure safe and effective
implementation in health care, AI innovations should be
openly embraced to identify and resolve limitations.

AI Modalities and Training
There are several different AI training modalities and def-
initions for AI. For this review, AI will be referred to in gen-
eral terms rather than as a specific type. Some common
modalities include machine learning (ML), deep learning
(DL), and large language models (LLMs). The functionality
of a specific AI model may supersede others in health care,
but the importance of open data for training remains
central to effective implementation and patient safety.

ML is a common model for developing AI systems
for specific tasks. The system is trained on a sufficient data-
set, which allows the system to recognize patterns or per-
form regression and classification.11 The human training

component of ML and the complexity of the problem it
must solve limit this model.11

DL is a subset of ML that expands upon ML’s capabil-
ities but introduces the black-box issue of transparency, or
how the model makes predictions. This is a key issue in
health care when considering patient safety. DL solves
significantly more complex problems than ML by using
a mathematical framework to automatically derive repre-
sentations from given data.11 This method’s limitations in
health care are centered on the copious amounts of
data required for training and the black-box nature of the
decision-making.

LLM or natural language processing (NLP) are subsets
of ML based on text generation.12 These models also
require a significant amount of training data but have seen
promising use in the public with applications like ChatGPT.
In health care, ChatGPT has also been effective at enhanc-
ing healthcare-associated infection surveillance.13 LLMs
may also provide efficiencies in administrative tasks like
clinical note-taking or patient chatbots that may provide
medical advice. Consider a healthcare patient chatbot
trained on existing medical knowledge with access to
a patient’s entire medical record. The AI will surpass a doc-
tor’s ability to correlate all the information. Additionally,
depending on the training data, LLMs can already produce
near authentic scientific articles.14 There are concerns
about LLMAI being trained using copyrightedmaterial like
medical texts or scientific articles that are not public.
Despite this concern, LLMs show great potential applica-
tion in science and health care.

Regardless of the model or application, training plays
a role in the success of AI. The training of AI systems can be
supervised, unsupervised, or trained with reinforcement.
Supervised and unsupervised learning is contingent
on the data being labeled or unlabeled, respectively.2

Reinforcement learning incorporates user input as feed-
back to the system.2 Supervised and reinforcement
learning requires additional human input, making these
systems more trustworthy because of the human valida-
tion of the algorithm. Unsupervised training, as seen in
DL, allows systems to identify patterns unrecognizable
by humans. However, the black-box nature of this process
is not acceptable in health care.

The type of data used for training depends on the AI
model and function. The goal is to make the data open to
the public for effective training of AI in health care. In
health care, the data required can contain clinical notes,
diagnoses, medical imaging, patient history, and patient
demographics, such as age, sex, and race. Information
about patients thatmay be used to identify them is termed
protected health information (PHI). PHI used in training
data is a concern for patient privacy. The training data will
also include medical knowledge. This can come from vari-
ous sources, such as textbooks, research, and expert opin-
ions. Combined, the data form the knowledge base of the
system being trained. To effectively train an AI system, the
data are labeled by engineers.
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Labeling data is important in supervised learning.
The data label provides context to the system when train-
ing; this is primarily the training technique for ML.2,15 For
example, an AI system trained to detect pneumonia in
chest x-rays will be trained using chest x-ray images
labeled by a radiologist to indicate the presence of pneu-
monia. Additional data, such as patient demographics and
medical history, aid the system in identifying patterns.
Conversely, unlabeled data are used in DL models. DL
models require copious amounts of data to build compre-
hensive AI systems in unsupervised learning. In DLmodels,
the system is allowed to identify patterns without human
intervention. Unlabeled data reduce the burden of human
input required for ML but are also the impetus for the
black-box decision-making of more complex AI systems.

Training data may be used in different ways, but re-
gardless, the quality and quantity of data used for training
will affect the outputs of the AI model. The adage,
“garbage in, garbage out,” applies to the training of AI
models. These are issues that open data can solve. Patient
population bias and lack of interoperability are frequently
seen in training sets. Consider an AImodel programmed to
assist with disease diagnosis. A dataset built by hospital X
that contains information on healthy individuals and those
with common chronic illnesses may not produce reliable
results for uncommon diagnoses. Training data from a sin-
gle healthcare facility in a rural setting, hospital X, will also
not be interoperable with a large healthcare facility in an
urban setting. These examples of homogeneous datasets
show how the training data can hamper interoperability or
create a bias toward the patient population contained
within the training data. Open data solves this issue by
pooling training data across many patient populations.

Homogenous data from a single source prohibit re-
producibility and validation and increase the risk of bias.1

A frequent issue with new AImodels in health care is that a
research facility or hospital will use internal data to train
the system. The results of a system trained with specific
internal data to a facility are not reproducible with differ-
ent datasets or patient populations. This prevents the
independent validation of a new model and significantly
reduces the interoperability of AI models in varying health
systems. AI models trained with open data will reflect bet-
ter reproducibility.

OPEN DATA

Need for Open Data
AI training is time consuming and often restrictive for soft-
ware companies or healthcare research teams starting
from scratch.6 Copious amounts of data are required for
an AI system to function properly. More data than what
currently exists are required to train DL algorithms.6

The labeling of data is time consuming and labor intensive.
Using open data removes the data collection step. If
labeled data are shared with open data sets, then this

removes an additional step. The sharing of trained AI mod-
els and curated data increases the quantity and quality of
open data while accelerating the growth rate of AI in
medicine.6

AI models trained with homogenous data may con-
tain bias. Data from a single research facility or hospital will
always be limited compared to open data pooled from
diverse patient populations and sources. The patient pop-
ulation used to train AI will ultimately create a bias toward
those patients. Using homogenous data rather than open
data results in training data with similar patient demo-
graphics, chronic diseases, environments, and nutrition.
These factors will affect the system’s predictions or pattern
recognition.

New software or medical devices in health care must
be validated and approved for use. Developers and
research facilities may be reticent to share training data
for additional facilities to use for validation due to their
cost to curate the data or for proprietary concerns. If the
data are shared, they may not represent a new healthcare
facility’s patient population. AI models trained on open
data are interoperable because the data are available for
validation and, as a more extensive data pool with better
diversity, are more likely to be accurate across differing
patient populations.

Open Data Initiatives
Despite a historical lack of a data-sharing culture, open
data is often used in research settings. Open science
includes initiatives supporting the emergence of open
data and open software.6 Funding also plays an important
role in science and is significant in open data sharing.

Open science initiatives support open data in research.
The F1000 Research model is an excellent example for
future research. F1000 Research is an open research pub-
lishing platform that supports transparent and timely
research publication in all study areas.16 The 3 tenets of
F1000 Research are open access, open data, and open peer
review. All articles published by F1000 Research are freely
available.17 Researchers must include all data or, at mini-
mum, list what data cannot be shared and why (eg, confi-
dential patient identifiers).17 Finally, an open peer review
process allows for faster review of articles and citation of
peer reviews.

Research funding, in addition to the structure of
research peer review and publishing, is available to support
open data initiatives. In 2018, Plan S, launched by cOAlition
S, mandates that any research using public grants must be
published in compliant Open Access journals starting in
2021.18 Founders of Plan S include well-known organiza-
tions, such as the Bill and Melinda Gates Foundation, the
Howard Hughes Medical Institute, and London-based
funder Wellcome.7 In addition, the European Commission,
the US government, and the Findability, Accessibility,
Interoperability, and Reusability (FAIR) principles all lever-
age funding to drive the open science initiative.17
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There are many initiatives to collect and promote
open data. Both governments and private institutions
support open datasets. Some examples of open data
available include Germany’s Nationale Forschungsda-
teninfrastruktur (NFDI); the United States’ data.cdc.gov,
data.gov, and healthdata.gov; and Massachusetts Institute
of Technology’s MIMIC program.6,8,19

These large databases support the collection and stor-
age of data for research use. The NFDI contains branches
for many areas of study, but the NFDI 4 Health branch
works explicitly to “build a comprehensive inventory of
German epidemiological, public health, and clinical trial
data.”20 Data.cdc.gov, healthdata.gov, and data.gov pro-
vide US-specific data collected by government entities
that may be used to inform the public, drive innovation,
and support a transparent government.19 These examples
of government databases provide secure collections of
copious data that can be regulated by the departments
that are gathering them.

Data.gov is less helpful for healthcare AI datasets
because it focuses on broad population datasets pub-
lished by US agencies, such as the Centers for Medicare
and Medicaid Services (CMS) and the National Oceanic
and Atmospheric Administration. Population and environ-
mental data collected by these agencies may be important
for some models, especially those used for public health
tracking and prediction. Still, the open data provided by
data.cdc.gov is better for AI training in health care. Data.
cdc.gov includes open data sorted by categories, such
as disease, injury, and disability. It also includes instruction
for developers and integrates the Socrata Open Data API
software to provide access to open data resources from
governments, nonprofits, and global nongovernmental
organizations.21

Open data is also available for specific diseases. During
the COVID-19 pandemic, several datasets were developed
specifically for the training of AI models to detect COVID-
19 in chest x-rays: COVID-19 Image Data Collection,
COVID-19 Chest X-ray Dataset Initiative, ActualMed
COVID-19 Chest X-ray Dataset Initiative, and COVID-19
Radiography Database (Italian Society of Medical and
Interventional Radiology).22 These types of highly focused
datasets may be used or combined to train AI systems
with the goal of highly accurate disease prediction.
These 4 COVID-19 open datasets are frequently combined
with pre–COVID-19 open data, such as the Radiological
Society of North America Pneumonia Detection Challenge
dataset. Combined, these make up an open data source
termed COVIDx.22

Google has provided a great example of the power of
open data when compiled like the COVIDx data. In 2020,
the Google DeepMind team released a DL system called
AlphaFold. With the help of over 50 years of open data, this
chemistry-based system predicted 98.5% of the human
proteome. Previous years of research only managed to
produce 17% of the human proteome.6 The success of

AlphaFold supports the conclusion that open data infra-
structures are the key to broader AI applications.6

Challenges
Open datasets are not without challenges. Patients, pri-
mary care providers, and legislators should know the chal-
lenges and the solutions for implementing AI in health
care. Several issues to address include privacy, bias, con-
founding variables, and using datasets with errors.17,22,23

Privacy is arguably the first concern for patients’ PHI. If
not addressed appropriately, patients may refuse to share
their data, which would negatively affect open data collec-
tion. Existing legislation, such as the Health Insurance
Portability and Accountability Act of 1996 (HIPAA), pro-
tects patient’s privacy. However, despite the legal protec-
tion of PHI, data used to train AI models can require PHI.
Cybercriminals can target the training data by tricking AI
systems into divulging information about the training
data.23 These types of cyberattacks compromise patient
data and undermine the trust of AI systems in health care.9

Differentially private ML is a possible technical
solution to the issue of privacy.23 Originally proposed by
Dwork et al in 2006, this programming method adds
“noise” to the data, obscuring targeted personal informa-
tion.24 This noise obscures PHI but also requires extra due
diligence from the researchers to ensure the accuracy of
the results. Another option is to ensure the use of anony-
mized patient data in training sets to prevent targeted
attacks that leak PHI.23

After considering the privacy of patient data, we must
look at the quality of the data. Open data can lead to bias
and propagation of errors or confounding variables if not
used carefully.22 Confounding variables are presented
when patient information is missing from datasets. This
introduces variables that cannot be accounted for without
that data. Open data with errors or confounding variables
may be used repeatedly when not properly scrutinized,
spreading bias into all models. Repeated publication of
“successful” AI models trained with bad data may further
reduce the trustworthiness of AI in health care.22 The
repeated use of COVID-19 data containing errors demon-
strated this.

The use of open data during the COVID-19 pandemic
demonstrates how poor datasets can affect AI systems
output and trust in AI in health care. One study analyzed
the use of publicly available COVID-19 datasets to train
AI models that detected COVID-19 from chest x-rays.
Bias was demonstrated in COVID-19 prediction models
trained on publicly available data.22 A significant issue with
the training data was its labeling. Training data labeled for
screening are not equivalent or appropriate for AI models
intended for diagnosing.22 Chest x-rays labeled to indicate
the presence of pneumonia will not help an AI system
understand if the pneumonia is specifically due to COVID-
19. Therefore, these data will help screen chest x-rays for
pneumonia but will not be able to diagnose COVID-19
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infection specifically. As a result, the interoperability of this
COVID-19 AI model on external data was only 45%, high-
lighting the importance of standardization and quality
review of data in any open database.22

These hurdles to open data are not unsurmountable.
Technology and legislation address privacy concerns.
Process improvements related to data quality are essential
to resolving issues with bias, confounding variables, and
errors within datasets.

LEGAL PROTECTION OF PHI AND
PROMOTING INTEROPERABILITY

Privacy of PHI and patient safety are the most salient issues
with any technology in health care. Despite the slow speed
of legislation, compared to technological innovation, there
is significant legislation that protects PHI and improves
data sharing. US legislation supports open data to meet
the needs of AI regulation. International legislation also
addresses these issues more specifically and serves as an
example for future legislation. While not an exhaustive list,
these legislative efforts lay the foundation for open data.

US Legislation
HIPAA protects PHI in several ways. The 3 parts of this
legislation are commonly known as the Privacy Rule,
the Security Rule, and the Breach Notification Rule. The
Privacy Rule defines and protects PHI.9 The Security Rule
addresses electronic PHI by requiring covered entities
(healthcare providers, healthcare clearing houses, or
health plans) to take steps to prevent cyberattacks and
set limits to who can access PHI within their system.
Finally, the Breach Notification Rule requires covered enti-
ties to notify patients or the public in the case of a data
breach. However, HIPAA does not directly regulate busi-
ness associates of covered entities, nor does it cover newer
technologies, such as mobile health applications (eg,
Apple Health or Samsung Health) or AI. These limitations
of HIPAA are addressed in later legislation.

Subsequent applicable US legislation incentivizes the
use of EHRs and promotes interoperability. The Patient
Safety and Quality Improvement Act of 2005 (PSQIA) and
the Health Information Technology for Economic and
Clinical Health Act of 2009 (HITECH) are examples. PSQIA
and HITECH have different goals but work together to
build on HIPAA and set the foundation for heterogeneous
open data.

PSQIA focuses on quality and patient safety, while
HITECH supplements the legislation provided by HIPAA.
PSQIA initiates collecting and storing deidentified patient
data for research and quality assurance of patient safety
and errors.9 This is not open data for research but is
legislation that requires collecting and storing patient
information. HITECH supports the framework of HIPAA
by incentivizing the use of electronic health information

technology (IT). Under HITECH, business associates of
covered entities are responsible for HIPAA rules. It also
enhances the risk assessment and breach notification
portions of HIPAA, covering the gaps in the protection
of PHI by business associates of covered entities.

CMS supports HIPAA and HITECH legislation with the
Promoting Interoperability Programs. The Medicare
Access and CHIP Reauthorization Act of 2015 (MACRA)
and Merit-based Incentive Payment System provide finan-
cial incentives to providers for promoting interoperability
of EHRs.9 Financial incentives may include higher reim-
bursement rates for services by providers meeting the
higher level of care defined by this legislation and lower
rates for providers who are not meeting expectations.25

The CMS Information Blocking Rule took effect in 2020
under the 21st Century Cures Act. This rule removes bar-
riers to information access by giving patients control over
how, when, and with whom patient data are shared.9 It
does this by creating new standards and mechanisms
for healthcare providers, insurers, and software developers
to enable patients access to their data.9 As of 2021, 88% of
office-based physicians have adopted an EHR.26 This rep-
resents a doubling of adoption since 2008.26 The improved
accessibility to information supports the quantity of data
required for adequate AI training.

While this legislation supports EHR adoption and
information sharing, AI in health care is not addressed.
In December 2023, the Department of Health and Human
Services (HHS) finalized a rule to advance health IT inter-
operability and algorithm transparency. This rule first
establishes transparency requirements for AI and other
predictive algorithms.27,28 It also adopts the United
States Core Data for Interoperability version 3. This data
standard focuses on the accuracy and completeness of
patient data with the goal of “promot[ing] equity, reduc
[ing] disparities, and support[ing] public health data inter-
operability.”28 The rule also enhances information blocking
requirements to “encourage secure, efficient, standards-
based exchange of electronic health information under
the Trusted Exchange Framework and Common Agree-
mentSM (TEFCASM).”28 Lastly, the rule implements the
21st century Cures Act’s “Insights Condition,” requiring
focused reporting metrics by health IT program develop-
ers to further support interoperability. This timely legisla-
tion is the key to the structured collection of open data and
regulation of AI transparency in health care to ensure
patient safety.

International Legislation
Serving as a model for many other countries, the General
Data Privacy Regulation (GDPR) passed by the European
Union (EU) in 2016 is similar to the protections provided
by HIPAA and HITECH in the United States. Organiza-
tions may use patient data for legitimate purposes, such
as diagnoses or billing, and maintain it until that purpose
is complete.9 Patients must be informed of how the data
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are being used and be able to amend them if there are
errors or updates to their medical history.9 The GDPR
requires security provisions but allows data sharing with
third parties.9 As with HIPAA, GDPR does not cover the
third party; the organization sharing the data is respon-
sible for the third party’s use. This is demonstrated with
healthcare organizations that outsource tasks like billing,
requiring the sharing of PHI for the third party, the billing
company, to bill the patient.

Canada protects PHI like the EU, with the addition that
individual provinces maintain specific privacy laws. The
Personal Information Protection and Electronic Documents
Act requires any organization holding personal data to abide
by 10 principles. The principles are accountability, identify-
ing purposes, consent, limiting collection, limiting use, dis-
closure and retention, accuracy, safeguards, openness,
individual access, and challenging compliance.9 These prin-
ciples effectively provide the same safeguards seen in the
United States and EU.

Health care is typically limited to a patient’s home
country, but as globalization continues, the value of hav-
ing open data that includes other countries is apparent.
From a medical perspective, more data provide a more
robust dataset. From the point of view of AI developers,
systems trained on global datasets open the possibility
of worldwide software interoperability.

DISCUSSION

AI is a disruptive technology rapidly changing the com-
plexity of how computer systems improve upon the com-
putational limitations of the human brain. The observed
and potential benefits of using AI in health care are appar-
ent. AI systems trained to read radiology imaging can
perform as well as radiologists.2 The accuracy and effi-
ciency of emergency medicine are improved with ML
models focused on patient outcome predictions, risk
stratification, and triage optimization.1 The availability of
better training data and AI models to perform more tasks
will only expand the possibilities for AI to improve
health care.

AI is a technology that will impact everyone, so every-
one must have a general understanding of how it works
and affects health care. Health and digital literacies are
vital to competent regulation, health professionals’ utiliza-
tion of technology, and patient participation as a compo-
nent of patient-centered care.

At the foundation of any AI system are the data used
to train it. Homogenous, or single-source, data are insuffi-
cient but have played an essential role in early AI develop-
ment in health care. Data collected by a single institution
are a cost-effective way to develop a system for in-house
use. However, the data are limited in quantity, likely to con-
tain bias, and lack reproducibility.1 Open data enhances
the quality and quantity of data by including patient data
across different geographic locations.

Many open databases exist to support AI research,
including in health care. As with COVIDx, some databases
may be combined to provide the data needed to train new
AI systems adequately.22 Open data solves the issue of bias
demonstrated by AI systems trained on internal data. It
also provides the ability to independently validate new
systems, improving the development of new AI models
across healthcare facilities. While the case study of COVIDx
demonstrated how unidentified errors in open data can be
propagated through continued research use, regulatory
efforts continue to improve the quality of the data, reduc-
ing this risk.22,28

The scope and complexity of AI in health care dictate a
level of regulatory oversight to ensure patient safety.
Interoperability legislation supports data transmission to
an open database. HIPAA and MACRA address privacy,
security, and confidentiality concerns. Most recently, the
HHS rule to advance health IT interoperability and algo-
rithm transparency addresses the salient issues of AI in
health care. Requiring transparency of AI models and
improving the quality of training data support the interop-
erability of open data.

International governments and major research fun-
ders also support open data while addressing the security
of patient information. Models, such as the EU’s GDPR,may
guide future legislation. International open data efforts like
NFDI support global research and worldwide interoper-
ability. Funding programs like Plan S redirect all science ini-
tiatives to open data and open science. The availability of
specialized datasets shows a willingness to pool and share
data. The COVIDx dataset shows how data are shared dur-
ing critical public health emergencies. These initiatives are
all essential to successfully creating open data for use in
health care.

As open data is compiled, concerns for patient
privacy and the security of stored data remain essential.
Training data containing PHI can and must be protected.
Anonymizing data is the first step to patient privacy.23

AI programming methods, such as differentially pro-
grammed ML, can further protect data by obscuring
patient data with noise, making it unidentifiable.23,24

Despite significant advancements in AI in health care,
it is not ready to be universally applied. The security and
quality of training data must be prioritized. Community
standards must be developed for efficient data sharing.6

High-quality data and data standards are essential for shar-
ing code and data. Data standardization can allow inde-
pendent datasets to be merged into large open datasets.
The HITECH Act laid the foundation for interoperability in
health care, and interoperability between hospitals and
state databases already exists in infectious disease report-
ing. However, applying the HHS rule to advance health IT
interoperability and algorithm transparency will ensure
the universal application of transparency and data quality
standards.

In addition to the HHS rule, a single reference for open
data is needed. Studies are available via PubMed and other
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sources that exist to identify and evaluate open data
sources based on the healthcare application.29-31 Re-
searchers would benefit from a single regulatory body that
indexes all open data initiatives and holds them account-
able to the HHS rule.

Sharing curated data and trained AI models will expo-
nentially increase AI development.6 AI tools and sharing
practices that aid data gathering should be embraced
to support this growth. NLP and computer vision are
AI tools that review human-readable text and transform
it into a machine-readable format.6 These technologies
can improve data gathering from nontypical datasets like
clinical notes or scientific articles.

Public grants should be directed at research on
AI models in health care that utilize Plan S and the funda-
mentals of F1000 research. The requirement to provide all
data will support using open data rather than homog-
enous training data, and the funding will direct the study
specifically toward AI in health care.

CONCLUSION

AI is designed to advance health care in the same way the
invention of the microscope opened possibilities previ-
ously unimagined. Several uses of AI in health care have
already seen success and approval for use in clinical set-
tings. The widespread success of AI in health care will ulti-
mately depend on safety and efficacy. Researchers and
governments highlight the importance of open data with
significant strides to improve access to data. Ultimately,
using heterogeneous data from public databases to imple-
ment safe, reproducible AI models in health care is
essential.
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